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Abstract—Ever-changing variables in the electricity market require energy management systems to make optimal real-time decisions adaptively. Demand response is the latest approach being used to accelerate the efficiency and stability of power systems. This paper proposes an hour-ahead demand response algorithm for home energy management systems. To deal with the uncertainty in future prices, a steady price prediction model based on artificial neural network is presented. In cooperation with forecasted future prices, multi-agent reinforcement learning is adopted to make optimal decisions for different home appliances in a decentralized manner. Two experimental results demonstrate that the proposed demand response algorithm can handle energy management for multiple appliances, minimize user energy bills and dissatisfaction costs, and help the user to significantly reduce its electricity cost compared with a benchmark without demand response.
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I. INTRODUCTION

Continual changes in variables relevant to the electricity market, such as the electricity price, energy consumption and dynamic operation, require the energy management systems (EMSs) to take optimal real-time actions instantly and adaptively [1]. With the modern advances in information and communication technologies (ICTs), and smart metering infrastructure, demand response (DR) becomes a significant role in terms of promoting the reliability and efficiency of energy systems, as it affords the capacity to balance electricity supply and demand incongruity by regulating elastic loads from the demand side [2]. A well-designed DR scheme in an EMS can have significant positive effects on society, such as improving human comfort levels, facilitating the accommodation of renewable resources, reducing worldwide energy expenditure, and reducing reliance on fuel resources associated with high carbon emissions [3], [4].

Price-based DR programs considering the energy consumption of domestic electric appliances have been widely studied recently. For example, in [5]–[7], several home energy management system (HEMS) structures under an hourly pricing DR were developed to determine the optimal appliance scheduling based on a mixed-integer linear programming (MILP) approach, with the aim of reducing user costs and enhancing energy efficiency. The work described in [8] proposed a price-based DR algorithm for obtaining optimal control of appliances in a home via virtual electricity trading using a Stackelberg game, in which the energy management center of home is the virtual retailer and offers virtual retail prices, according to which appliances can buy energy. In [9], [10], two further price-based DR schemes for HEMSs were proposed to minimize the total energy cost and maximize user comfort, considering the uncertainties in energy storage system availability and small-scale renewable energy generation. At present, most HEMSs still rely on traditional methods, i.e., deterministic rules or abstract models such as MILP, which can be criticized in three main respects: (1) Deterministic rules for the handling of volatile energy systems cannot assure optimality, since any alterations in variables could lead to financial losses; (2) Abstract models are commonly only estimations of real situations and thus may be unrealistic compared to actual energy systems, as the effectiveness of abstract models is greatly limited by the operator’s skill; (3) MILP-based or game theoretic-based optimization solutions are centralized, restricted and lacking in scalability, in terms of the high number of integer or binary variables in large-scale energy systems.

Over the past few years, with the rapid evolution of artificial intelligence (AI), much attention has been devoted to the use of AI for optimal decision-making. Some breakthroughs in ap-
plying AI to solve realistic problems have been reported: two representative successful cases are AlphaGO and AlphaGO Zero, introduced by Google, which have demonstrated that reinforcement learning (RL) has excellent decision-making ability because of its capacity to solve problems in the absence of initial knowledge of the environment. Fig. 1 shows the general architecture of RL; an agent and its environment interact via a sequence of discrete time steps and, at each step, the agent selects an action to be sent to the environment. Accordingly, the agent obtains a reward and also the environment changes to a new state. RL seeks to create a map between agent actions and states to maximize the total rewards, relying on the knowledge of the agent, obtained via direct interaction with the environment, in an unsupervised manner [11]. According to the distinct features of “model-free” and “no need for prior domain knowledge” paradigms, RL has become a powerful tool to optimize the control of energy systems that must deal with continuous changes in serveral variables, e.g., intermittent availability of renewable resources, dynamic electricity prices; and the changes in energy consumption amounts. A practical pioneer of this approach is Google DeepMind who successfully applied a RL-based scheme to reduce the electricity bill associated with data center cooling by 40% [12]; which is another key factor for motivating the application of RL technology to energy systems.

Some research has also been done on adopting RL for solving decision-making problems in energy management. For example, in [13], [14], the authors applied RL-based algorithms to energy trading games among different strategic players with incomplete information, enabling each player used the learning scheme to choose a strategy to trade energy in an independent market, so as to maximize the average revenue. The studies in [15], [16] proposed batch RL algorithms to schedule controllable loads, such as the electric water heater or heat pump thermostat, under a day-ahead pricing scheme without any expert knowledge of the system dynamics or solutions. In [17]–[19], RL algorithms were used to obtain an energy consumption plan for electric vehicles (EVs) and the plan was then put into operation; wherein EV charging was controlled during operation using a heuristic scheme, and the outcomes of the charging policy acquired via RL. Most recently, the authors of [20], [21] presented a price-based DR scheme linking the service provider to its customers via RL methodology, where the scheme was modeled as a Markov decision process (MDP), then Q-learning was used to make optimal decisions. However, despite these efforts, there still exist two significant limitations. First, most studies focused on only one kind of appliance such as thermostatically control load or EV that did not consider how the proposed learning algorithms would enable decision-making when dealing with multiple types of appliances. Second, all studies considered day-ahead energy management, but the hour-ahead DR exhibits greater potential for balancing power systems due to the dynamic constraints associated with energy generation and the uncertainty in prediction [22].

Given the above mentioned issues, this paper proposes an hour-ahead DR algorithm for multiple appliances in a HEMS. Specifically, because of the inherent nature in hour-ahead electricity price market, the customer accesses only one price for the current hour. To deal with the uncertainty in future prices, a stable price forecasting model is presented, which is implemented by artificial neural network (ANN). Price forecasting has become an important topic in electrical engineering over the past few years, and several implementation methods have been attempted. The ANN approach is comparatively easy to implement and shows good performance, being less time-consuming than other techniques, such as the ARIMA model [23]. Each time the new electricity price is obtained, the ANN model predicts future prices, and this process is repeated hourly to the end of the day. Furthermore, in cooperation with the forecasted future prices, multi-agent RL is adopted to make optimal decisions for different appliances in a decentralized manner, to minimize the user energy bill and degree of discomfort. Here, each appliance has an agent, and RL is used for decision-making in the context of uncertainty regarding the price information and load demand of the appliances. Thereby, the computational load is also shifted from a central optimizer to a set of intelligent agents that collectively arrive at an optimal solution. There are several advantages to employ RL for optimal decision making. First, RL is model-free; the agent does not require a predefined rule or prior knowledge about how to select an action. Instead, it discovers optimal actions by “learning” directly whilst interacting with the environment. Second, RL is adaptive; the agent can acquire the optimal decisions autonomously, in an online fashion adapted to different appliances, taking into account the uncertainty and flexibility of the EMS. Third, RL is concise; the entire computation is based on a look-up table, which is much easier to apply in the real world than conventional optimization methods.

To the best of our knowledge, this is the first paper to deal with the DR problem in HEMSs using RL and ANN. The main contributions of this paper are as follows:

1. An hour-ahead DR algorithm for HEMSs by using AI techniques is proposed, considering the costs of both user electricity and dissatisfaction.

2. A multi-agent RL methodology is adopted to ensure optimal and decentralized decision-making for multiple home appliances. And, this approach is benchmarked with a centralized MILP solver; the evaluation results show that the proposed method learns a cost effective schedules for multiple appliances, and even achieves a superior performance than the MILP solver.

3. A stable price forecasting model based on ANN is presented to overcome the uncertainty in future prices. By carefully selecting adequate input training data though a number of accuracy tests, this ANN model is capable of making reasonable and accurate predictions compared to the existing studies.

4. The electricity costs under two different cases without and with AI based DR are compared, indicating the proposed DR algorithm can help the user to reduce its electricity cost, significantly.

The rest of this paper is organized as follows. Section II describes the problem formulations of the HEMS. In Section III, the ANN and multi-agent RL methodology are presented in detail. Section IV provides the numerical simulation results...
and evaluates the system performance. Finally, conclusions and future work are discussed in Section V.

II. PROBLEM FORMULATION

We consider a HEMS wherein the household is equipped with one EMS and different kinds of appliances, with the requirement to optimize their energy consumption, as shown in Fig. 2. The EMS is connected to the service provider through a two-way communication network that enables exchange of price and appliance energy consumption information. The EMS receives the hour-ahead price information from the service provider, and then manages the energy consumption of each appliance in response to the prices. Usually, the domestic electric appliances are separated into three main types based on their characteristics and priorities, including non-shiftable, shiftable and controllable loads [6], [24]. The mathematical formulations of the HEMS, including the various operation constraints for the three categories of appliances and the objective function, are described in detail in the following subsections.

A. Non-shiftable Load

Non-shiftable loads have critical demand requests that must be met during the energy distribution process, e.g., the refrigerators (REFGs) or certain alarm systems for security. Once a non-shiftable load begins operation, it must work continuously, and cannot be scheduled. The energy consumption of such loads is always equal to the energy demand.

\[
E_{n,h}^{\text{non}} = e_{n,h}^{\text{non}} \tag{1}
\]

where \( n \in \{1, 2, 3, \ldots N\} \) represents the appliance \( n \), \( N \) is the total number of appliances, \( h \in \{1, 2, 3, \ldots H\} \) denotes the hour \( h \), and \( H \) is the final hour of a day, i.e., \( H = 24 \) if the price is updated every 1 hour. \( e_{n,h}^{\text{non}} \) and \( E_{n,h}^{\text{non}} \) indicate the electricity demand and the actual energy consumption of appliance \( n \) at hour \( h \), respectively.

The cost of this kind appliance is just the electricity bill of energy consumption. So, the utility function of a non-shiftable appliance \( n \) is:

\[
U_{n,h}^{\text{non}} = P_h \cdot E_{n,h}^{\text{non}} \tag{2}
\]

where \( P_h \) indicates the electricity price at hour \( h \).

B. Shiftable Load

Shiftable loads can schedule their energy demand to off-peak hours when the prices are low in the schedule horizon, so that not only peak energy usage is avoided, but also the energy bill is reduced. Shiftable loads have two available operating points, “on” and “off”.

\[
E_{n,h}^{\text{shift}} = I_{n,h} \cdot e_{n,h}^{\text{shift}} \tag{3}
\]

where \( I_{n,h} \) is a binary variable for appliance \( n \), i.e., \( I_{n,h} = 1 \) if the appliance works at hour \( h \); otherwise \( I_{n,h} = 0 \).

For this kind of appliance, there are two types of cost: the electricity bill of consuming energy, and the dissatisfaction of waiting time for a device to begin and then complete its operation. For example, the washing machines (WMs) usually operate during the working period \([T_{n,\text{ini}}, T_{n,\text{end}}]\) (i.e., 6 pm – 11 pm), but the time of operation can be shifted from high electricity price periods to low price periods, if the WM starts to work at \( T_{n,w} \) (i.e., 9 pm), in this case, the waiting time would be \( T_{n,\text{w}} - T_{n,\text{ini}} \) (i.e., 3 h).

Thus, the utility function of a shiftable appliance \( n \) is [25]:

\[
U_{n,h}^{\text{shift}} = P_h \cdot E_{n,h}^{\text{shift}} + k_n \cdot (T_{n,\text{w}} - T_{n,\text{ini}}) \tag{4}
\]

\[
T_{n,\text{ini}} \leq T_{n,\text{w}} \leq [T_{n,\text{end}} - T_{n,\text{ne}}] \tag{5}
\]

\[
T_{n,\text{ne}} \leq T_{n,\text{end}} - T_{n,\text{ini}} \tag{6}
\]

where the first term represents the electricity cost and the second term denotes the cost of waiting time in Eq. (4). \( k_n \) is a coefficient that depends on the system, \( T_{n,\text{ini}} \) and \( T_{n,\text{end}} \) refer to the initial time and end time of the working period, \( T_{n,\text{w}} \) denotes the operation starting time, and \( T_{n,\text{ne}} \) indicates the time required for the shiftable load to complete its operation.

C. Controllable Load

Different from shiftable loads, the controllable loads can be operated with a flexible power consumption between the minimum power demand and maximum power demand denoted by \( e_{n,\text{min}} \) and \( e_{n,\text{max}} \), respectively, i.e., the lights (Ls) and air conditioners (ACs) can regulate their power consumption from \( e_{n,\text{min}} \) to \( e_{n,\text{max}} \) in response to price changes.

\[
E_{n,h}^{\text{con}} = e_{n,h}^{\text{con}} \tag{7}
\]

\[
e_{n,\text{min}} \leq e_{n,h}^{\text{con}} \leq e_{n,\text{max}} \tag{8}
\]

The objective of this kind of appliance should be to minimize the customer electricity bill by decreasing the power demand during the scheduling slots, however, the reduced power can cause dissatisfaction for the user.

Hence, the utility function of a controllable appliance \( n \) is:

\[
U_{n,h}^{\text{con}} = P_h \cdot E_{n,h}^{\text{con}} + \beta_n \cdot (E_{n,h}^{\text{con}} - e_{n,\text{max}})^2 \tag{9}
\]

where the first term denotes the electricity cost, and the second term indicates the customer dissatisfaction cost, which is defined by a quadratic function adopted from [26]. \( \beta_n \) is a device-dependent dissatisfaction cost parameter: a device with a greater \( \beta_n \) prefers consume more energy to improve the satisfaction level, and vice versa.
D. Objective Function

The objective function of the user is to not only minimize the electricity cost, but also minimize the dissatisfaction cost that can be expressed as follows:

$$\min_{n=1}^{N} \sum_{h=1}^{H} \left\{ (1 - \rho) \cdot P_h \cdot \left( E_{n,h}^{\text{non}} + E_{n,h}^{\text{shift}} + E_{n,h}^{\text{con}} \right) + \rho \cdot \left[ k_n \cdot (T_{n,w} - T_{n,in}) + \beta_n \cdot \left( E_{n,h}^{\text{con}} - e_{n,\text{max}} \right)^2 \right] \right\}$$  \hspace{1cm} (10)

where the first term denotes the electricity cost, and the second term indicates the dissatisfaction cost. $\rho$ is a balance parameter for achieving the trade-off between the electricity and dissatisfaction costs [25], which is determined by the user preference.

III. ARTIFICIAL NEURAL NETWORK AND MULTI-AGENT REINFORCEMENT LEARNING METHODOLOGY

In this work, we propose an hour-ahead energy management scheme for different types of appliances within a HEMS using multi-agent RL and ANN approach as shown in Fig. 3. To achieve the hour-ahead energy management scheme, ANN is used to predict the future electricity prices. After that, multi-agent RL is adopted to make the optimal decisions for different types of residential appliances.

Next, the details of the ANN and multi-agent RL methodology are introduced.

A. Price Forecasting with ANN

To deal with the uncertainty in future prices, ANN is used to predict these prices when the EMS receives hour-ahead price from the service provider. ANN is a computing system comprising highly interconnected processing units designed to replicate the performance of a human brain engaged in a particular task. The processing units of ANN are organized in sequential layers, containing one input layer, at least one hidden layer, and one output layer, as shown on the left side of Fig. 3. Each of these units, forms a weighted ($W_i$) sum of its inputs and a constant term called bias ($b_i$), and the sum is passed from one layer to the next layer through a transfer function. ANN is widely used in electrical fields such as load forecasting [27] and electricity price forecasting [22] due to its ability to handle non-linear relationship problems more accurately.

Adequate selection of inputs for ANN is highly important to the success of forecasting. The input data must contain more accurately.

Table I

<table>
<thead>
<tr>
<th>Input index</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Day of week (1-7)</td>
</tr>
<tr>
<td>2</td>
<td>Hour stage of day (1-24)</td>
</tr>
<tr>
<td>3</td>
<td>Is Holiday (0 or 1)</td>
</tr>
<tr>
<td>4</td>
<td>Electricity demand of hour $h-1$</td>
</tr>
<tr>
<td>5</td>
<td>Electricity demand of hour $h-2$</td>
</tr>
<tr>
<td>6</td>
<td>Electricity demand of hour $h-3$</td>
</tr>
<tr>
<td>7</td>
<td>Electricity demand of hour $h-4$</td>
</tr>
<tr>
<td>8</td>
<td>Electricity demand of hour $h-5$</td>
</tr>
<tr>
<td>9</td>
<td>Electricity demand of hour $h-6$</td>
</tr>
<tr>
<td>10</td>
<td>Hour-ahead price of hour $h-1$</td>
</tr>
<tr>
<td>11</td>
<td>Hour-ahead price of hour $h-2$</td>
</tr>
<tr>
<td>12</td>
<td>Hour-ahead price of hour $h-3$</td>
</tr>
<tr>
<td>13</td>
<td>Hour-ahead price of hour $h-4$</td>
</tr>
<tr>
<td>14</td>
<td>Hour-ahead price of hour $h-5$</td>
</tr>
<tr>
<td>15</td>
<td>Hour-ahead price of hour $h-6$</td>
</tr>
<tr>
<td>16</td>
<td>Hour-ahead price of hour $h-7$</td>
</tr>
<tr>
<td>17</td>
<td>Hour-ahead price of hour $h-8$</td>
</tr>
<tr>
<td>18</td>
<td>Hour-ahead price of hour $h-9$</td>
</tr>
</tbody>
</table>
may depend on several factors. In particular, they depend on both near- and long-term historical electricity prices and power demands. The relevant near-term demands and prices information include data from 1, 2, and 3 hours earlier. The relevant long-term demands and prices information include those for the current hour, as well as 1 and 2 hours earlier, from 1 day and 2 days ago. Additionally, it is usually expected that the prices will be higher during the afternoon, and prices can be expected to vary depending on whether it is a work day or the weekend, which are listed in the first three inputs of Table I. These pieces of information can potentially help in predicting the prices in an hour-ahead environment. In this study, Sigmoid function \cite{31} is adopted as the transfer function of each layer, and Levenberg-Marquardt algorithm \cite{28} is used as the training algorithm for the model. The performance of this model is evaluated by mean absolute error (MAE) and mean absolute percentage error (MAPE) between the forecasted and actual values, as shown in Eqs. (11) and (12).

\[
MAE = \frac{1}{T} \sum_{t=1}^{T} \left| RTP_t - RTP^f_t \right| \tag{11}
\]

\[
MAPE = \frac{100}{T} \sum_{t=1}^{T} \frac{\left| RTP_t - RTP^f_t \right|}{RTP_t} \tag{12}
\]

where \(RTP_t\) represents the actual price, and \(RTP^f_t\) denotes the forecasted price.

While we are interested in accurate price predictions, our main focus in this study is to develop an efficient and scalable decision-making algorithm for HEMS using multi-agent RL with price predictors that have low computational complexity, and can be implemented easily in residential smart meters along with the energy scheduling unit. In recent years, price forecasting has been a popular topic, and has already been examined by many existing studies. More information about price forecasting by different techniques, the readers can refer to \cite{29}, \cite{32}. Once the future prices are acquired, they will be regarded as the inputs to the multi-agent RL methodology described in the following subsection.

B. Decision Making with Multi-Agent RL

RL is a type of machine learning algorithm dealing with how artificial agents should choose the ideal behaviors in a stochastic environment, so as to maximize the cumulative rewards. In practice, the agent controls a dynamic system through executing a sequence of actions. The dynamic system, also termed the environment, is characterized by certain states and a reward function that describes the evolution of states given the actions chosen by the agent. After executing an action, the agent obtains a numerical reward, and then moves to the next state; the objective of the agent is to gather as many rewards as possible. To fulfill this objective, the agent has to learn a policy dictating how actions are chosen, to maximize the expected total rewards in the long term.

In this work, each residential appliance represents the environment, and each has its own agent with different actions and rewards, as shown on the right side of Fig. 3.

The non-shiftable load only has one action, “on”, because it cannot be scheduled.

The shiftable load has two available actions, “on” and “off”. The controllable load has a set of actions, i.e., \(1, 2, 3, \ldots\), to represent various power ratings at different levels within the power demand range defined in Section II.

The states are denoted by the appliances’ energy consumption information.

The inverse of the utility function (electricity and dissatisfaction costs defined in Section II) represents the reward.

To perform the optimal action-making, the RL control problem is considered as a discrete finite horizon MDP, which exhibits the Markov property that the state transitions are dependent only on the current state and the current action taken and, thus are independent of all previous environmental states and agent actions. The key elements in this RL include: a discrete hour \(h\), an action \(a_h\), a state \(s_h\), and a reward \(r(s_h, a_h)\). We use \(v\) to denote the policy mapping states to actions, i.e., \(v : a_h = v(s_h)\). The objective of this RL problem is to discover an optimal policy \(v\) for each state \(s_h\) so that the action \(a_h\) selected maximizes the reward \(r(s_h, a_h)\).

Q-learning \cite{33}, which is a technique in RL, is adopted to obtain the optimal policy \(v\) (a sequence of operating actions for each appliance in this work). The basic mechanism of Q-learning is the assigning of a Q-value \(Q(s_h, a_h)\) to each state-action pair at hour \(h\), and updating of this value at each iteration, in a manner that optimizes the result. The optimal Q-value \(Q^* (s_h, a_h)\) denotes the maximum discounted future reward \(r(s_h, a_h)\) when taking action \(a_h\) at state \(s_h\), and while continuing to follow the optimal policy \(v\), which satisfies the Bellman equation below:

\[
Q^* (s_h, a_h) = r(s_h, a_h) + \gamma \cdot \max Q (s_{h+1}, a_{h+1}) \tag{13}
\]

In which \(\gamma \in [0, 1]\) is a discounting factor indicating the relative importance of future versus current rewards. Specifically, when \(\gamma = 0\), the agent is shortsighted and only consider the current reward, while a factor of 1 will make the agent strive for the future rewards. If the agent wishes to balance the current and future rewards, \(\gamma\) is set to a fraction between 0 and 1.

The Q-value \(Q(s_h, a_h)\) is stored in a state-action table, with each cell corresponding to the performance of carrying out a specific action in a specific state. Each hour, an agent performs an action, and the Q-value of the corresponding cell is updated based on the Bellman equation, Eq. (13), as follows:

\[
Q(s_h, a_h) \leftarrow Q(s_h, a_h) + \theta \left[ r(s_h, a_h) + \gamma \cdot \max Q (s_{h+1}, a_{h+1}) - Q(s_h, a_h) \right] \tag{14}
\]

In which \(\theta \in [0, 1]\) is a learning rate representing to what degree the new overrides the old Q-values. A value of 0 indicates that the agent learns nothing, exploiting prior knowledge exclusively, whereas a value of 1 denotes that the agent takes into account only the current estimate, ignoring prior knowledge to explore possibilities. For trading off the newly acquired information and old information, \(\theta\) should be set to a decimal between 0 and 1.
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Table II

<table>
<thead>
<tr>
<th>Algorithm: hour-ahead DR with ANN and multi-agent RL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initialize each appliance’s power rating, working time, dissatisfaction cost parameter, and the balance parameter</td>
</tr>
<tr>
<td>1: For each hour ( h ) do</td>
</tr>
<tr>
<td>2: ( %%\text{ANN} ) for price forecasting</td>
</tr>
<tr>
<td>3: DoWWeek ( \leftarrow ) updateDayOfWeek()</td>
</tr>
<tr>
<td>4: HoDay ( \leftarrow ) updateHourStageOfDay()</td>
</tr>
<tr>
<td>5: IsHol ( \leftarrow ) updateHoliday()</td>
</tr>
<tr>
<td>6: DeData ( \leftarrow ) updateHistoricalDemandData()</td>
</tr>
<tr>
<td>7: PrData ( \leftarrow ) updateHistoricalPriceData()</td>
</tr>
<tr>
<td>8: FuturePrices ( \leftarrow ) ANN(DoWWeek, HoDay, IsHol, DeData, PrData)</td>
</tr>
<tr>
<td>9: ( %%\text{Multi-agent RL} ) for decisions making</td>
</tr>
<tr>
<td>10: For each agent do in parallel</td>
</tr>
<tr>
<td>11: Initialize Q-value arbitrarily</td>
</tr>
<tr>
<td>12: Repeat (for each iteration ( i ))</td>
</tr>
<tr>
<td>13: Initialize ( s_{n,h} )</td>
</tr>
<tr>
<td>14: Repeat (for each step in ( i ))</td>
</tr>
<tr>
<td>15: Choose ( a_{n,h} ) from current ( s_{n,h} ) using ( \epsilon )-greedy policy</td>
</tr>
<tr>
<td>16: Take action ( a_{n,h} ), observe ( r(s_{n,h}, a_{n,h}) ) and next state ( s_{n,h+1} )</td>
</tr>
<tr>
<td>17: ( Q(s_{n,h}, a_{n,h}) \leftarrow Q(s_{n,h}, a_{n,h}) + \theta \cdot r(s_{n,h}, a_{n,h}) + \gamma \cdot \max Q(s_{n,h+1}, a_{n,h+1}) )</td>
</tr>
<tr>
<td>18: Until ( s_{n,h+1} ) is terminal</td>
</tr>
<tr>
<td>19: Until Q-value is converged, such that (</td>
</tr>
<tr>
<td>20: Outputs the optimal actions (Only the actions for the current hour will be executed)</td>
</tr>
<tr>
<td>21: End for</td>
</tr>
<tr>
<td>22: End for</td>
</tr>
</tbody>
</table>

In the Q-learning mechanism, the artificial agent directly interacts with the dynamic environment by executing actions. Afterwards, the agent obtains a reward and moves to a new environmental state. Learning occurs through trials and errors during this course. And in this learning process, the Q-value of every state-action pair is stored and updated. After updating an adequate number of iterations, the Q-value eventually converges to the maximum value. Detailed proof of convergence is provided in [34], [35].

When RL is applied in a multi-agent context in this study, each agent of the residential appliances acts independently to identify its optimal policy. During the learning process, each agent maintains its own Q-values, and reaches a policy based solely on the effects occurring in the environment caused by its own actions. Each policy is implemented as a separate Q-learning process with its own state space. When each agent reaches the optimal Q-value, all agents have obtained the maximum reward, meaning that the sum of the rewards is also at a maximum, and the system has reached the global optimal Q-value [36].

Since the Q-value represents the maximum reward with action \( a_h \) at state \( s_h \) for each agent, we can obtain the optimal policy

$$v = \arg \max \ Q(s_h, a_h)$$ (15)

wherein the optimal actions for each appliance are acquired.

C. Combining ANN and Multi-Agent RL

Table II shows the detailed DR algorithm that combines the ANN and multi-agent RL: every hour, the EMS receives the hour-ahead price, and uses the ANN to predict the future prices. Then, multi-agent RL is adopted to obtain the optimal decisions for different kinds of residential appliances.

To help the reader better understand the algorithm presented in Table II, a flowchart in Fig. 4 is plotted to show how the methodologies are implemented to obtain the optimal actions. Specifically, the algorithm starts running at the beginning of a day, i.e., \( h = 1 \). The EMS first initializes each appliance’s power rating, working time, dissatisfaction cost parameter and balance parameter. Upon setting these parameters, at each hour \( h \), the EMS will update the inputs of the price forecasting model (i.e., hour stage of the day, historical power demands and electricity prices), then use the pre-trained ANN model to predict the future prices for the following hours (lines 3-8 of Table II). Afterwards, in cooperation with the forecasted future prices, the EMS will compute the optimal decisions for each appliance in an iterative way (lines 10-21 of Table II), i.e., at each iteration \( i \), each agent observes the appliance’s energy information \( s_{n,h} \), and then selects an operating action \( a_{n,h} \) based on the exploration and exploitation mechanism. Exploration means the evaluation of the values on available actions, and exploitation refers to the utilization of current knowledge on action values to maximize the return. The most common way to realize exploration and exploitation is via

![](https://example.com/flowchart.png)

Fig. 4. Flowchart for implementing the algorithm in Table II.
the above procedure until it attains the end hour $H$

At last, each agent will access the optimal operating action value, wherein the $\phi$ is no more than $\phi$ process.

The iteration termination criterion is calculated as $|Q^i - Q^{i-1}| \leq \phi$; if the difference between the $Q^i$ and $Q^{i-1}$ is no more than $\phi$, the $Q^i$ has converged to the maximum value, wherein the $\phi$ is a system-dependent parameter [37]. At last, each agent will access the optimal operating action for the coming $H - h$ hours, but only the optimal action for the current hour $h$ will be executed.

Then, the system moves to the next hour $h + 1$, and repeats the above procedure until it attains the end hour $H$.

IV. PERFORMANCE EVALUATION

This section presents the numerical simulation results used to evaluate the performance of the price forecasting model with ANN and DR algorithm with RL.

A. Performance of the Price Forecasting Model

The price and energy data used to train and test this model were obtained from the PJM [38] electricity market. Specifically, the data from January 1, 2016 to February 21, 2017 were used to train the model, and then the model was used to predict the prices for February 22-28, 2017. The neural network toolbox of MATLAB was selected to train and learn the model due to its flexibility and simplicity. After several accuracy tests, the ANN model finally included five layers, containing one input layer with 18 neurons, three hidden layers with 40, 20 and 10 neurons, and one output layer with 1 neuron.

Fig. 5 shows a comparison of forecasted prices and actual prices for the last 7 days of February 2017, where the blue line represents the actual prices and the red line denotes the forecasted prices. From the figure, we can see that the trend in forecasted prices is quite similar to the actual prices. In this case, the MAE is 2.12, and the MAPE is 8.59. Compared with the price forecasting results in [22], [28], the MAE and MAPE in this work are lower, indicating the ANN model in this paper can make accurate and reasonable price forecasting.

B. Performance of the Demand Response Algorithm

A smart home is considered for a simulation scenario featuring non-shiftable, shiftable and controllable loads. To have an ease of exemplification, the simulations were conducted on seven appliances including one non-shiftable load (REFG), five controllable loads (three ACs: AC1, AC2, AC3; and two LS: L1, L2), and one shiftable load (WM). However, without loss of generality, the proposed DR scheme can easily be extended with more appliances due to the scalable architecture based on multi-agent RL methodology used in this study. Naturally, the user could have different power requirements with regard to ACs and LS depending on where they are in the house, e.g., bedroom or sitting room. In this situation, the dissatisfaction cost parameter $\beta$ is appliance-specific. The parameters of each appliance are listed in Table III, derived from [8], [24], [25], [39].

All parameter values in this study are particular, and they can vary according to the characteristics of the appliances or users. However, this does not affect the analysis and interpretation of the simulation results.

To demonstrate the performance of the proposed DR scheme, the detailed simulations for February 24, 2017 are
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Table III Parameters of Each Appliance

<table>
<thead>
<tr>
<th>Device type</th>
<th>Non-shiftable</th>
<th>Shiftable</th>
<th>Controllable</th>
</tr>
</thead>
<tbody>
<tr>
<td>ID</td>
<td>REFG</td>
<td>WM</td>
<td>AC1</td>
</tr>
<tr>
<td>$k_{n}$</td>
<td>-</td>
<td>0.1</td>
<td>-</td>
</tr>
<tr>
<td>$\beta_{n}$</td>
<td>-</td>
<td>-</td>
<td>2.0</td>
</tr>
<tr>
<td>Power rating (kWh)</td>
<td>0.2</td>
<td>0.7</td>
<td>0 - 1.4</td>
</tr>
<tr>
<td>Working time</td>
<td>24 h</td>
<td>6 pm - 11 pm</td>
<td>24 h</td>
</tr>
<tr>
<td>$T_{n,ne}$</td>
<td>-</td>
<td>-</td>
<td>2 h</td>
</tr>
</tbody>
</table>

REFG: refrigerator; WM: washing machine; AC: air conditioner; L: light.

Figure 6. Convergence of the Q-value for each agent on February 24, 2017.

Discussion. In order to keep the agent visiting all the state-action pairs and learning new knowledge from the system, the tuning parameter $\epsilon$ of $\epsilon$-greedy policy is set to 0.2. To update $Q(s_{n,h}, a_{n,h})$ from the experimental experience, we set the discounting factor $\gamma$ to 0.95, and the learning rate $\theta$ to 0.1. After executing the simulation, each agent can converge to the maximum Q-value, as shown in Fig. 6. It can be seen that, at the outset, the agents chose poor actions yielding lower Q-values, however, with each successive iteration, the Q-value increased as the agents discovered the actions yielding higher Q-values by learning them through trials and errors, and finally achieving the maximum Q-values.

Once the maximum Q-value is obtained, the optimal energy consumption of each load can be determined. Fig. 7 shows the aggregated energy consumption of all loads in two different cases with and without AI based DR, along with the electricity prices on February 24, 2017. As shown in Fig. 7a, when the proposed DR algorithm in this work was deployed, the loads consume more energy when the prices are low, and then reduce their demand when prices are high such that energy consumption at peak times is avoided. Specifically, all the energy demands of controllable and shiftable loads are scheduled to off-peak slots, i.e., all the controllable loads consume less energy during time slots 10-15, and consume more energy during time slots 1-6 and 22-24; the shiftable load (WM) operates in time slots 22 and 23, wherein the prices are the lowest in its working period. Thus, the overall energy consumption is maintained at a low level during peak slots, confirming that the established DR algorithm can handle energy management well. In comparison, for the case without DR, it was assumed that the electricity price is fixed flat price in each time interval, and equals to the average of the dynamic price. Clearly, the user had no incentive to reduce or shift its energy consumption when the fixed flat prices were applied, as shown in Fig. 7b.

To gain insights into the effectiveness of the proposed DR algorithm, Fig. 8 shows the energy consumption of five controllable loads during each time slot. When looking into
Fig. 8, it can be seen that as the price starts to increase in time slot 5, the energy consumption of the three ACs decreases. As the price continues to increase, the other two LSs also decrease their energy consumption from time slot 10. Finally, the energy consumption of the five controllable loads is reduced to their minimum as the price reaches its maximum value in time slot 12. After time slot 12, the energy consumption begins to increase as the price goes down.

It can also be observed that AC3 consumes more energy than AC2, and AC2 consumes more energy than AC1 for the whole time horizon. This is because AC3 has a larger dissatisfaction cost parameter $\beta$, promoting a greater energy consumption to suffer less incurred dissatisfaction when the proposed DR algorithm is in effect. In contrast, an AC with a smaller dissatisfaction cost parameter $\beta$ will prefer to use less energy. The same phenomenon is evident in L1 and L2.

Fig. 9 shows the electricity cost comparison of two cases under different balance parameter $\rho$ on February 24, 2017, where blue bar represents the case without DR, and purple bar represents the case with DR. The daily electricity costs of the case when proposed DR in this work was deployed were reduced significantly by 7.3%, 37.0% and 72.3%, compared with the case when no DR was applied, which serves core motivation for the users to participate in the proposed DR program. From the figure, we can also see that a bigger balance parameter $\rho$ (e.g., $\rho=0.8$) causes a greater electricity cost in this proposed DR scheme. It is because with a larger $\rho$, the dissatisfaction cost becomes relatively more crucial compared with the electricity cost in the objective function (10), which results in a higher energy consumption, leading to a greater electricity cost.

To evaluate the superiority of the proposed algorithm with decentralized multi-agent RL methodology, a benchmark without learning is considered, in which the optimization problem was solved by a centralized commercial MILP Gurobi solver [40]. This benchmark uses the exact model and knows all information of the system, to minimize the electricity and dissatisfaction costs defined in Eq. 10 with shortsighted actions. On the contrary, the multi-agent RL strategy allowing utilizing learning capacity to choose different actions to maximize the reward defined in Section III. Fig. 10 shows the total costs (sum of the electricity and dissatisfaction costs) of the seven appliances under these two methods. It can be observed that the RL approach actually does not work well at the beginning since it is still undergoing trial and error as part of its learning process. However, with more experience obtained through running more iterations and for a longer time, the RL starts to autonomously adapt to the market characteristics and adjust its policy by exploration and exploitation mechanism explained in Section III. In the long run, it will outperform the MILP solver that has no learning capability as depicted in Fig. 10. This is because when selecting actions during the learning process, the RL agent considers not only current reward but also future rewards in Eq. 13.

Finally, Table IV gives the computational statistics for the simulation scenario on February 24, 2017. The computation time for training the price forecasting model with ANN, and obtaining the optimal actions with multi-agent RL, is on average about 1 min and 20 s, respectively, which can fully satisfy the time requirement for deploying the hour-ahead DR scheme in a HEMS. And the time to solve the optimization problem by centralized MILP Gurobi solver is on average 50 s, which is longer than that taken by the decentralized multi-agent RL method. In summary, all the experiments show that the proposed approach with multi-agent RL and ANN is able to learn a cost effective schedule for different residential appliances under varying circumstances (i.e., dynamic hour-ahead
prices), without using prior information about the system.

V. CONCLUSIONS AND FUTURE WORK

In this paper, we proposed an hour-ahead DR algorithm for HEMS, taking an AI approach with the aim of minimizing the user energy bill and degree of discomfort. Specifically, to overcome future price uncertainties, a steady price forecasting model based on ANN is presented. In cooperation with the forecasted prices, multi-agent RL is adopted to make optimal decisions for different appliances. Simulation results showed that the proposed DR algorithm can handle the energy management and minimize the user energy bill and dissatisfaction costs. Furthermore, the electricity costs of two different cases without and with DR are compared, indicating that the DR algorithm in this work can help the user to reduce its energy cost, significantly.

In future work, the uncertainty of appliance energy usage patterns and working time will be taken into account as an extension of the current work. Also, the impacts of network congestion should be considered when implementing the presented DR algorithm in real physical applications.
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### TABLE IV

<table>
<thead>
<tr>
<th>Price forecasting with ANN</th>
<th>Hardware</th>
<th>Software</th>
<th>Computation time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Decision making with multi-agent RL</td>
<td>Windows PC</td>
<td>Matlab</td>
<td>1 min</td>
</tr>
<tr>
<td>Decision making with MILP solver</td>
<td>4-core i5-6600 CPU, 3.30GHz</td>
<td>Java programming, Eclipse IDE</td>
<td>20 s</td>
</tr>
<tr>
<td></td>
<td>8GB RAM</td>
<td>C++ programming, Visual Studio IDE</td>
<td>50 s</td>
</tr>
</tbody>
</table>
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